Optimal Inference for Instrumental Variables Regression with non-Gaussian Errors

Matias D. Cattaneo, Richard K. Crump and Michael Jansson
Optimal Inference for Instrumental Variables Regression with non-Gaussian Errors∗

Matias D. Cattaneo  
Department of Economics, UC Berkeley  
Richard K. Crump  
Department of Economics, UC Berkeley  
Michael Jansson  
Department of Economics, UC Berkeley and CREATES  

June 19, 2007

Abstract. This paper is concerned with inference on the coefficient on the endogenous regressor in a linear instrumental variables model with a single endogenous regressor, nonrandom exogenous regressors and instruments, and \textit{i.i.d.} errors whose distribution is unknown. It is shown that under mild smoothness conditions on the error distribution it is possible to develop tests which are “nearly” efficient when identification is weak and consistent and asymptotically optimal when identification is strong. In addition, an estimator is presented which can be used in the usual way to construct valid (indeed, optimal) confidence intervals when identification is strong. The estimator is of the two stage least squares variety and is asymptotically efficient under strong identification whether or not the errors are normal.
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1. Introduction

This paper is concerned with inference on the coefficient on the endogenous regressor in a linear instrumental variables (IVs) model with a single endogenous regressor, nonrandom exogenous regressors and IVs, and \textit{i.i.d.} errors. Models of this type have been studied intensively in recent years, with particular attention being devoted to the
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case where the IVs are weak.\footnote{Important contributions to the weak IV literature include Nelson and Startz (1990a, 1990b), Bound, Jaeger, and Baker (1995), Dufour (1997), Staiger and Stock (1997), Kleibergen (2002), Moreira (2003), and Andrews, Moreira, and Stock (2006). For reviews, see e.g. Stock, Wright, and Yogo (2002), Dufour (2003), Hahn and Hausman (2003), and Andrews and Stock (2006).}

Analyzing such a model in which the \textit{i.i.d.} errors are furthermore assumed to be Gaussian, Andrews, Moreira, and Stock (2006) find that the conditional likelihood ratio test proposed by Moreira (2003) is “nearly” efficient when identification is weak and asymptotically efficient when identification is strong.

The purpose of the present paper is to explore the consequences of relaxing the assumption of normality on the part of the \textit{i.i.d.} errors in a model which is otherwise identical to the model studied by Andrews, Moreira, and Stock (2006) (and others). Recent work by Andrews and Marmer (2007) and Andrews and Soares (2006) shows that departures from normality can be exploited for power purposes when the errors satisfy a certain symmetry condition. Although these papers do not establish optimality results on the part of the rank-based testing procedures proposed therein, the findings of the papers imply in particular that for certain classes of error distributions the conditional likelihood test ceases to be (“nearly”) optimal once the assumption of normality is relaxed. This paper addresses the issue of optimality and shows that under mild smoothness conditions on the (otherwise unknown) error distribution it is possible to develop tests which are (“nearly”) optimal whether or not the errors are Gaussian.

The asymptotic optimality theory developed herein treats the distribution of the \textit{i.i.d.} errors as an unknown nuisance parameter and is therefore of the semiparametric variety. In fact, under the assumption that the model contains an intercept (an assumption which we maintain throughout), we establish adaptation results, namely that one can construct procedures which perform asymptotically as well as procedures which (optimally) utilize knowledge of the error distribution. This adaptation result bears more than a superficial resemblance to Bickel’s (1982) celebrated result on adaptive estimation of the slope coefficients in a regression model. Specifically, it turns out that the problem of conducting inference in an IV model with an unknown error distribution can be decomposed into two separate problems, each of which is well understood (in isolation) from the works of Bickel (1982) and Andrews, Moreira, and Stock (2006), respectively. The first of these problems concerns efficient estimation of the slope coefficients in the reduced form of the IV model. That problem is a bivariate version of the problem addressed by Bickel (1982) and can be solved in essentially the same way. Because efficient estimators of the slope coefficients turn out to be

\footnote{Improved understanding of the properties of models with a “large” number of instruments has also been achieved in recent years. Papers on that topic include Bekker (1994), Hahn (2002), Chao and Swanson (2005), Stock and Yogo (2005), Hansen, Hausman, and Newey (2005), Andrews and Stock (2007), and Chioda and Jansson (2006). The present paper does not employ many (weak) instruments asymptotics, but it would be of interest to generalize our results along those lines.}
asymptotically sufficient statistics for the relevant parameters of the IV model, the
problem of conducting optimal inference can be reduced to the problem of optimally
extracting information from the efficient estimators of the reduced form regression
coefficients. The mathematical structure of that problem turns out to be the same
whether or not the errors are Gaussian, implying that we can utilize the results of
Andrews, Moreira, and Stock (2006) to construct test statistics which combine the
efficient estimators of the reduced form regression coefficients in a “nearly” optimal
way.

Our construction of feasible inference procedures proceeds in several steps, cul-
minating with a procedure which is “nearly” efficient when identification is weak
and consistent and asymptotically optimal when identification is strong. The result-
ing procedure is of the conditional likelihood ratio variety, but being optimal (or
“nearly” so, depending on the strength of identification) it is of necessity different
from Moreira’s (2003) procedure. Analogously to Moreira’s (2003) procedure, a po-
tential drawback of our procedure is that although it enjoys optimality properties
when identification is strong, it is somewhat tedious to invert it in order to obtain
confidence intervals in strongly identified models. To address this issue, we present
an estimator (and an accompanying standard error formula) which can be used in the
usual way to construct valid (indeed, optimal) confidence intervals when identifica-
tion is strong. The estimator, which would appear to be new, is of the two stage least
squares (2SLS) variety and is asymptotically efficient (under strong identification)
whether or not the errors are normal.

The paper proceeds as follows. Section 2 presents the model and the assumptions
under which the asymptotic analysis will proceed. Section 3 is concerned with as-
ymptotic inference under the assumptions that the error distribution is known and
identification is weak. The counterfactual assumption that the error distribution is
known is dispensed with in Section 4, where it is also shown how strong identification
can be accommodated. Section 5 presents some simulation results, while mathemat-
ical derivations have been relegated to an Appendix.

2. The Model

We consider a model given by

\[
\begin{align*}
y_{1i} &= \Gamma_1'x_i + \beta y_{2i} + u_i, \\
y_{2i} &= \gamma_2'x_i + \pi'z_i + v_{2i} \quad (i = 1, \ldots, n)
\end{align*}
\]

(1)

where \(y_{1i}, y_{2i} \in \mathbb{R}, x_i \in \mathbb{R}^p, \) and \(z_i \in \mathbb{R}^q\) are observed variables; \(u_i, v_{2i} \in \mathbb{R}\) are unobserved errors; and \(\beta \in \mathbb{R}, \pi \in \mathbb{R}^q, \) and \(\Gamma_1, \gamma_2 \in \mathbb{R}^p\) are parameters. The
exogenous variables $x_i$ and $z_i$ are fixed (i.e., nonrandom) and the first element of $x_i$ is assumed to equal unity. The errors $(u_i, v_i)$ are i.i.d. from a continuous distribution with zero mean and finite variance.³

It turns out to be convenient to work with the reduced form of the model. The reduced form is given by the pair of equations

$$
\begin{align*}
y_{1i} &= \gamma_1' x_i + \beta \pi' z_i + v_{1i}, \\
y_{2i} &= \gamma_2' x_i + \pi' z_i + v_{2i} \quad (i = 1, \ldots, n),
\end{align*}
$$

where $\gamma_1 = \Gamma_1 + \gamma_2 \beta$ and $v_{1i} = v_{2i} \beta + u_i$. The parameters of the reduced form are $\beta$, $\pi$, $\gamma = (\gamma_1', \gamma_2')'$, and $f$, the Lebesgue density of $v_i = (v_{1i}, v_{2i})'$. The analysis of the reduced form is facilitated by the fact that it can be embedded in the model

$$
\begin{align*}
y_{1i} &= \gamma_1' x_i + \delta_1' z_i + v_{1i}, \\
y_{2i} &= \gamma_2' x_i + \delta_2' z_i + v_{2i} \quad (i = 1, \ldots, n),
\end{align*}
$$

where $\delta_1, \delta_2 \in \mathbb{R}^q$ and the other parameters are as in (2). (The model (3) reduces to (2) when $\delta = (\delta_1, \delta_2)' = (\beta \pi', \pi')'$.) Indeed, the main results of this paper can and will be derived as relatively simple consequences of results concerning the model (3), which itself can be analyzed by means of fairly standard tools.

Our goal is to develop powerful tests of

$$
H_0 : \beta = \beta_0 \quad \text{vs.} \quad H_1 : \beta \neq \beta_0,
$$

treating $\pi$, $\gamma$, and $f$ as unknown nuisance parameters.⁴ Replacing $y_{1i}$ by $y_{1i} - \beta_0 y_{2i}$ if necessary, we assume without loss of generality that $\beta_0 = 0$.

The analysis proceeds under the following assumptions.⁵

---

³The assumption that (first and) second moments exist serves three purposes. First, it implies that the Fisher information matrix $I$ defined in (4) is nonsingular. Second, it implies that the $\sqrt{n}$-consistency requirements of Assumptions 6-8 are met by OLS estimators. Finally, it is required for the validity of the statements concerning procedures based on the Gaussian (quasi-)likelihood that are made throughout the paper. As in Bickel (1982), the main results of this paper are valid (and Assumptions 6-8 are met by suitable estimators) even without moment assumptions provided it is assumed that $I > 0$.

⁴Testing problems of this type are of interest partly because the duality between hypothesis testing and interval estimation implies that confidence intervals for $\beta$ can be obtained by test inversion.

⁵In Assumption 1 and elsewhere in the paper, $\| \cdot \|$ is the Euclidean norm and limits are taken as $n \to \infty$, except where otherwise noted.
Assumption 1. (a) $Q_{zz,n} = n^{-1} \sum_{i=1}^{n} z_i z_i' \to Q_{zz} > 0$ and $\max_{1 \leq i \leq n} \|z_i\| / \sqrt{n} \to 0$.
(b) $Q_{xx,n} = n^{-1} \sum_{i=1}^{n} x_i x_i' \to Q_{xx} > 0$ and $\max_{1 \leq i \leq n} \|x_i\| / \sqrt{n} \to 0$.

Assumption 2. The density $f$ admits a function $\hat{f}$ such that
(a) for almost every $v \in \mathbb{R}^2$, $f$ is differentiable at $v$, with (total) derivative $\hat{f}$.
(b) for every $v \in \mathbb{R}^2$,
$$ f(v + \theta) - f(v) = \theta' \int_0^1 \hat{f}(v + \theta t) \, dt, \quad \forall \theta \in \mathbb{R}^2. $$
(c) $\int_{\mathbb{R}^2} \|\ell(v)\|^2 f(v) \, dv < \infty$, where
$$ \ell(v) = -\frac{\hat{f}(v)}{f(v)} 1[f(v) > 0]. $$

Assumption 3. $Q_{xz,n} = n^{-1} \sum_{i=1}^{n} x_i z_i' = 0$.

Assumption 1 is a standard assumption concerning the exogenous variables. It holds in probability if the $(x_i', z_i')'$ are a realization of an i.i.d. sequence with positive definite variance matrix and finite second moment.\textsuperscript{6} Assumption 2 is a relatively mild smoothness condition on the error density. Parts (a) and (b) of Assumption 2 hold if, but do not require that, $f$ is continuously differentiable.\textsuperscript{7} An immediate implication of Assumptions 1(a) and 2 is that
$$ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell(v_i) \otimes z_i \to_d \mathcal{N}(0, \mathcal{I} \otimes Q_{zz}), $$
where
$$ \mathcal{I} = \int_{\mathbb{R}^2} \ell(v) \ell(v)' f(v) \, dv \quad (4) $$
is the Fisher information for the location family generated by $f$.

Assumption 2 furthermore implies that the model (3) is differentiable in quadratic mean at any $(\gamma, \delta)$ (see (6) in the proof of Theorem A.1 in the Appendix) and enables

\textsuperscript{6}If the exogenous variables $(x_i', z_i')'$ are treated as random, then independence of $\{v_i\}$ and $\{(x_i', z_i')'\}$ would be required for the results of this paper to remain valid. It seems plausible that certain forms of heteroskedasticity can be accommodated by adapting the methods of Schick (1997), but no attempts to do so will be made in this paper.

\textsuperscript{7}Assumption 2 accommodates mild departures from continuous differentiability, such as that which occurs when the elements of $v_i$ (or some rotation thereof) are independent and double exponentially distributed.
nonparametric estimation of $\ell$ (as demonstrated by Theorem A.2 in the Appendix). In other words, the roles played by parts (a) and (b) of Assumption 2 are analogous to those played by the assumption of absolute continuity routinely invoked in regression models with scalar errors. In fact, the scalar counterpart of Assumption 2(b) is the assumption of absolute continuity.$^8$\textsuperscript{,}$^9$

Assumption 3 is a normalization which greatly simplifies the derivation and statements of asymptotic results. Specifically, because the limit of $Q_{xx,n}$ is a zero matrix under Assumption 3, the parameters $(\beta, \pi)$ and $\gamma$ are orthogonal (in the sense of Cox and Reid (1987)). This fact, which is an immediate consequence of the fact that $\delta = (\delta_1, \delta_2)'$ and $\gamma$ are orthogonal in (3), implies that the analysis can proceed under the “as if” assumption that $\gamma$ is known. Similarly, the fact that $\sum_{i=1}^{n} z_i = 0$ under Assumption 3 (because the first element of $x_i$ equals unity) implies that the analysis can proceed under the “as if” assumption that $f$ is known. This is so because $\delta$ in (3) can be estimated adaptively, the latter fact essentially following from Bickel’s (1982) result on adaptive estimation of slope coefficients in a regression model.

In other words, Assumption 3 implies that $\pi$ is the only nuisance parameter which matters asymptotically. Concerning $\pi$, particular attention will be devoted to the weakly identified case where $\pi$ is “close” to zero in the sense of the following assumption.

**Assumption 4W.** $\pi = c/\sqrt{n}$ for some constant $c \in \mathbb{R}^q$ and $\beta$ is a constant.

Under the local-to-zero parameterization of $\pi$ specified by Assumption 4W, contiguous alternatives to $H_0$ are of the form $\beta = \beta_0 + O (1)$. Accordingly, $\beta$ is modeled as a constant in the weakly identified case. Although our main emphasis is on the weakly identified case, we shall on occasion employ one of the following (strong identification) assumptions.

**Assumption 4SC.** $\pi$ is a nonzero constant and $\beta = b/\sqrt{n}$ for some constant $b \in \mathbb{R}$.

**Assumption 4SF.** $\pi$ is a nonzero constant and $\beta$ is a constant.

When $\pi$ is a nonzero constant, identification is strong and contiguous alternatives to $H_0$ are of the form $\beta = \beta_0 + O (1/\sqrt{n})$. Assumption 4SC covers that case and is appropriate when studying local asymptotic power properties under strong identification.

\textsuperscript{8}In the scalar context, but apparently not otherwise, it follows from Lebesgue’s differentiation theorem (e.g., Dudley (2002, Theorem 7.2.1)) that the counterpart of Assumption 2(a) is implied by the counterpart Assumption 2(b).

\textsuperscript{9}In models where dependence between the errors $v_{1i}$ and $v_{2i}$ is allowed, the present smoothness condition imposed on the density would appear to be more natural than the assumption of absolute continuity, the reason being that parts (a) and (b) of Assumption 2 involve only partial derivatives of order one, whereas the assumption of absolute continuity involves second-order cross partials.

\\
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In contrast, Assumption 4SF assumes strong identification and furthermore holds $\beta$ fixed. This combination of strong identification and fixed alternatives is appropriate when studying the consistency properties of various tests. Moreover, Assumption 4SF is useful when studying the properties of point estimators of $\beta$ under strong identification.\(^\text{10}\)

Assumptions 4W, 4SC, and 4SF are nonnested, but it seems natural to study them in the order indicated above. This is so because the assumptions impose decreasingly strong upper bounds on the magnitude of the parameters $\delta_1$ and $\delta_2$ of (3). Specifically, Assumption 4W implies that $\delta_1 = O(1/\sqrt{n})$ and $\delta_2 = O(1/\sqrt{n})$. Relative to Assumption 4W, Assumption 4SC removes the requirement $\delta_2 = O(1/\sqrt{n})$ and Assumption 4SF furthermore relaxes the requirement $\delta_1 = O(1/\sqrt{n})$. In this paper, these differences are important because the feasible inference procedures constructed in Section 4 employ one-step estimators of $\delta$. As usual, one-step estimators utilize initial estimators that are required to be $\sqrt{n}$-consistent. Under Assumption 4W, this requirement is met by the zero vector, while Assumption 4SC and 4SF imply that nondegenerate initial estimators of $\delta_2$ and $(\delta_1, \delta_2)$, respectively, are required in order to guarantee that one-step estimators of $\delta$ are well behaved. Accordingly, the three constructions presented in Section 4 differ in terms of (and only in terms of) the nature of the initial estimators of $\delta$ being employed.

3. THE LIMITING EXPERIMENT WHEN IDENTIFICATION IS WEAK

This section is concerned with asymptotic inference under the assumptions that (i) the nuisance parameters $\gamma$ and $f$ are known and (ii) identification is weak. As mentioned in the previous section, Assumption 3 ensures that (i) can be dispensed with. Precise statements to that effect will be provided in the next section, where it is also shown how departures from (ii) can be accommodated.

When $f$ is Gaussian and the reduced form variance

$$\Omega = \int_{\mathbb{R}^2} vv' f(v) dv$$

is known, the problem of testing $\beta = \beta_0$ vs. $\beta \neq \beta_0$ is nonstandard, but amenable to finite sample analysis using the theory of curved exponential families (e.g., Moreira (2003) and Andrews, Moreira, and Stock (2006)). This feature is lost, in general, when $f$ is not Gaussian. On the other hand, it turns out that the family of limiting experiments associated with non-Gaussian error distributions coincides with the family of limiting experiments for the Gaussian case.

\(^{10}\)In addition, Assumption 4SF would be natural in investigations of the large deviation (efficiency) properties of inference procedures (e.g., Puhalskii and Spokoiny (1998)). We do not employ large deviations techniques in this paper.
In the Gaussian case, the limiting experiment is that of a single observation from the $N[\mu(b,c),\Omega \otimes Q_{zz}^{-1}]$ distribution, where

$$\mu(b,c) = \begin{pmatrix} b \\ 1 \end{pmatrix} \otimes c.$$  

Equivalently, because $\Omega = I^{-1}$ when $f$ is Gaussian, the limiting experiment in the Gaussian case is that of a single observation from the $N[\mu(b,c),I^{-1} \otimes Q_{zz}^{-1}]$ distribution. The latter characterization generalizes readily to non-Gaussian error distributions. To give a precise statement, define the log likelihood ratio function

$$L_n(\beta,c) = \frac{1}{n} \sum_{i=1}^{n} \log f (y_{1i} - \gamma_1' x_i - \beta c' z_i / \sqrt{n}, y_{2i} - \gamma_2' x_i - c' z_i / \sqrt{n})$$

$$- \frac{1}{n} \sum_{i=1}^{n} \log f (y_{1i} - \gamma_1' x_i, y_{2i} - \gamma_2' x_i),$$

and let “$o_p(1)$” and “$\to_d$” be shorthand for “$o_p(1)$ under the distributions associated with $(\beta, \pi) = (0,0)$” and “$\to_d$ under the distributions associated with $(\beta, \pi) = (0,0)$”, respectively.

**Theorem 1.** If Assumptions 1(a) and 2 hold, then

$$L_n(\beta, c) = \mu(\beta, c)' (I \otimes Q_{zz}) \Delta_n - \frac{1}{2} \mu(\beta, c)' (I \otimes Q_{zz}) \mu(\beta, c) + o_p(1)$$

for every $(\beta, c)$, where

$$\Delta_n = (I^{-1} \otimes Q_{zz}^{-1}) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell (y_{1i} - \gamma_1' x_i, y_{2i} - \gamma_2' x_i) \otimes z_i \to_d N\left(0, I^{-1} \otimes Q_{zz}^{-1}\right).$$

Theorem 1 is a special case of a local asymptotic normality (LAN) result for the model (3). The general LAN result is given in Theorem A.1 in the Appendix.

Theorem 1 and Le Cam’s third lemma can be used to show that if Assumptions 1(a), 2, and 4W hold, then the asymptotically sufficient statistic $\Delta_n$ satisfies

$$\Delta_n \to_d N[\mu(\beta, c), (I^{-1} \otimes Q_{zz}^{-1})].$$

In other words, the limiting experiment is that of a single observation from the $N[\mu(\beta, c), (I^{-1} \otimes Q_{zz}^{-1})]$ distribution whether or not the errors are Gaussian.
Under the same assumptions, the (quasi-)sufficient statistic\[\bar{\Delta}_n = (\Omega \otimes Q_{zz,n}^{-1}) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \bar{\ell}(y_{1i} - \gamma_1'x_i, y_{2i} - \gamma_2'x_i) \otimes z_i, \quad \bar{\ell}(v) = \Omega^{-1}v,\]

obtained from the Gaussian (quasi-)likelihood satisfies

\[\bar{\Delta}_n \to_d \mathcal{N} \left[ \mu(\beta, c), \Omega \otimes Q_{zz}^{-1} \right].\]

The Cauchy-Schwarz inequality can be used to show that \(\mathcal{I}^{-1} \leq \Omega\), with equality if and only if \(\ell(v)\) is linear in \(v\) (on the support of \(f\)). By implication, procedures based on the Gaussian quasi-likelihood are asymptotically inefficient in general. More specifically, any test based on a “smooth” (e.g., almost everywhere continuous) function of \(\bar{\Delta}_n\), such as those proposed by Anderson and Rubin (1949), Kleibergen (2002), and Moreira (2003), will be dominated (under weak identification and whenever the inequality \(\mathcal{I}^{-1} \leq \Omega\) is strict) by a test which is efficient (or “nearly” so) under the assumptions of Theorem 1.\[12\]

Nevertheless, the results obtained under the assumption of Gaussian errors are of considerable relevance also in models with non-Gaussian errors. This is so because the limiting experiments (indexed by \(\mathcal{I}^{-1} \otimes Q_{zz}^{-1}\)) in the general case are isomorphic to the limiting experiments (indexed by \(\Omega \otimes Q_{zz}^{-1}\)) associated with Gaussian errors, a very convenient result because it implies that the insights concerning the relative merits of various testing procedures obtained under the assumption of normality are directly applicable in the general case.

To be specific, let \(S_n, T_n \in \mathbb{R}^q\) be given by

\[\begin{pmatrix} S_n \\ T_n \end{pmatrix} = \left[ T^{1/2r} \otimes Q_{zz}^{1/2r} \right] \Delta_n,\]

where \(M^{1/2}\) denotes the upper triangular Cholesky factor of a (symmetric, positive semi-definite) matrix \(M\); that is, \(M = M^{1/2}M^{1/2r}\), where \(M^{1/2}\) is upper triangular.\[13\]

The pair \((S_n, T_n)\) is a non-Gaussian counterpart of

---

\[11\] The statistic \(\bar{\Delta}_n\) does not depend on \(\Omega\), but the present formulation facilitates comparison of \(\bar{\Delta}_n\) and \(\Delta_n\) and we therefore prefer it to one which does not involve \(\Omega\).

\[12\] Section 4 will exhibit tests which are “nearly” efficient under the assumptions of Theorem 1.

\[13\] In particular, letting \(I_{ij}\) denote element \((i, j)\) of \(\mathcal{I}\), we have:

\[\mathcal{I}^{1/2} = \begin{pmatrix} \sqrt{I_{11}^{1/2}} & I_{12}/\sqrt{I_{22}} \\ 0 & \sqrt{I_{22}} \end{pmatrix}, \quad I_{11,2} = I_{11} - I_{12}^2/I_{22}.\]
\[
\left( \frac{\bar{S}_n}{\bar{T}_n} \right) = \left[ (\Omega^{-1})^{1/2} \otimes Q_{2z,n}^{1/2} \right] \Delta_n,
\]

which features prominently in the work by Moreira (2003), Andrews, Moreira, and Stock (2006), and others.

In terms of \((\bar{S}_n, \bar{T}_n)\), the (known \(\Omega\)) Anderson-Rubin, Lagrange multiplier, and likelihood ratio test statistics popularized by Anderson and Rubin (1949), Kleibergen (2002), and Moreira (2003), respectively, can be expressed as

\[
\text{AR}_n = \bar{S}_n' \bar{S}_n, \quad \text{LM}_n = \frac{(\bar{S}_n' \bar{T}_n)^2}{T_n' T_n},
\]

\[
\text{LR}_n = \frac{1}{2} \left( S_n' S_n - T_n' T_n + \sqrt{(S_n' S_n - T_n' T_n)^2 + 4 (S_n' T_n)^2} \right).
\]

In perfect analogy with the Gaussian case, let

\[
\text{AR}_n = S_n' S_n, \quad \text{LM}_n = \frac{(S_n' T_n)^2}{T_n' T_n},
\]

\[
\text{LR}_n = \frac{1}{2} \left( S_n' S_n - T_n' T_n + \sqrt{(S_n' S_n - T_n' T_n)^2 + 4 (S_n' T_n)^2} \right).
\]

The tests which reject \(H_0\) when \(\text{AR}_n > \chi^2_\alpha (q)\), \(\text{LM}_n > \chi^2_\alpha (1)\), and \(\text{LR}_n > \kappa_\alpha (T_n)\) have asymptotic size \(\alpha\), where \(\chi^2_\alpha (d)\) is the 1 – \(\alpha\) quantile of the \(\chi^2\) distribution with \(d\) degrees of freedom and \(\kappa_\alpha (t)\) is the 1 – \(\alpha\) quantile of the distribution of

\[
\frac{1}{2} \left( Z' Z - t^2 + \sqrt{(Z' Z - t^2)^2 + 4 (Z' t)^2} \right),
\]

where \(Z \sim \mathcal{N}(0, I_q)\).\(^\text{14}\) Because of the isomorphism between the Gaussian case and the general case, the relative merits of these testing procedures are well understood from the numerical work of Andrews, Moreira, and Stock (2006). In particular, it follows from Andrews, Moreira, and Stock (2006) that the test which rejects when \(\text{LR}_n > \kappa_\alpha (T_n)\) is “nearly efficient” in the sense that its power function is “close” to the two-sided power envelope for invariant similar tests.

\textbf{Remark.} The existence of tests which are equivalent to procedures based on the Gaussian quasi-likelihood under the assumption of normality and enjoy improved power properties for certain non-Gaussian error distributions has been pointed out

\(^{14}\text{As shown by Moreira (2003), } \kappa_\alpha (t) \text{ depends on } t \text{ only through } ||t||, \text{ is monotonically decreasing in } ||t||, \text{ and satisfies } \lim_{||t|| \to \infty} \kappa_\alpha (t) = \chi^2_\alpha (1). \text{ The latter result will be utilized when studying the behavior of the test based on } \text{LR}_n \text{ under strong identification.}\)
by Andrews and Marmer (2007) and Andrews and Soares (2006). The rank-based tests proposed in those papers, while superior to tests based on the Gaussian quasi-likelihood under some conditions, are also inefficient in general (even for those error distributions for which they dominate tests based on the Gaussian quasi-likelihood).

4. Feasible Inference Procedures

The results of the previous section were obtained under the (tacit) assumption that \( \gamma \) and \( f \) are known. In addition, it was assumed to be known that identification is weak (i.e., that \( \pi \) is “close” to zero). This section relaxes these assumptions.

4.1. Inference without knowledge of \( \gamma \) and \( f \). First, consider the problem of conducting inference under weak identification without knowledge of the nuisance parameters \( \gamma \) and \( f \). Doing so is easy provided we can find a pair \( (\hat{\Delta}_n, \hat{I}_n) \) which is asymptotically equivalent to \( (\Delta_n, I) \) under weak identification and can be computed without knowledge of \( (\gamma, f) \). To that end, let

\[
\hat{\Delta}_n = \left( \hat{I}_n^{-1} \otimes Q_{zz,n}^{-1} \right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\ell}_{i,n} \otimes z_i, \quad \hat{I}_n = n^{-1} \sum_{i=1}^{n} \hat{\ell}_{i,n} \hat{\ell}_{i,n}',
\]

where \( \hat{\ell}_{i,n} \) is an estimator of \( \ell(y_{1i} - \gamma_1x_i, y_{2i} - \gamma_2x_i) \). In the spirit of Schick (1987, 1993), we assume that \( \hat{\ell}_{i,n} = \ell_n(\hat{v}_i) \), where \( \hat{v}_i = (y_{1i} - \gamma_1 x_i, y_{2i} - \gamma_2 x_i)' \) for some estimator \( \gamma_n = (\gamma_1', \gamma_2')' \) of \( \gamma \) and

\[
\hat{\ell}_n(v) = -\frac{\partial \hat{f}_n(v)}{\partial v}, \quad \hat{f}_n(v) = \frac{1}{nh_n^2} \sum_{i=1}^{n} K \left( \frac{v - \hat{\nu}_i}{h_n} \right),
\]

where \( K \) is a kernel and \( a_n \) and \( h_n \) are positive sequences. Theorem 2 shows that this construction, which does not involve sample splitting, works when the following assumptions hold.\(^{15,16}\)

**Assumption 5.** (a) \( K(s_1, s_2) = k(s_1)k(s_2) \), where \( k \) is a bounded, symmetric, continuously differentiable density satisfying

\[
\int_{\mathbb{R}} r^2 k(r) \, dr < \infty \quad \text{and} \quad \sup_{r \in \mathbb{R}} |k'(r)|/k(r) < \infty.
\]

\(^{15}\)If the variances of \( v_1 \) and \( v_2 \) are suspected to be of different magnitude it may be desirable to let \( K \) be a product kernel of the form \( K(s_1, s_2) = \sigma_1^{-1} \sigma_2^{-1} k(s_1/\sigma_1)k(s_2/\sigma_2) \), where \( \sigma_1 \) and \( \sigma_2 \) are positive constants and \( k \) is as in Assumption 5(a). All results (and their proofs) remain valid if Assumption 5(a) is modified in this way.

\(^{16}\)In Assumption 6, the statement “\( \hat{\gamma}_n \) is discrete” is shorthand for the assumption that \( \hat{\gamma}_n \) takes only values in the grid \( \{xZ/\sqrt{n} : Z \in \mathbb{Z}^p \} \), where \( x \) is some (constant) \( 2p \times 2p \) matrix. A similar remark applies to Assumptions 7 and 8.
(b) $a_n \to 0$, $h_n \to 0$, and $na_n^2h_n^4 \to \infty$.

**Assumption 6.** $\hat{\gamma}_n$ is discrete and $\sqrt{n}(\hat{\gamma}_n - \gamma) = O_p(1)$.

Assumption 5(a) holds if $k$ is the logistic density, but not if $k$ is the standard normal density, the reason being that the normal density violates the condition $\sup_{r \in \mathbb{R}} |k'(r)|/k(r) < \infty$. As explained in a remark following the proof of Theorem A.2 in the Appendix, it is possible to accommodate the normal kernel provided the error density $f$ is such that $\sup_{v \in \mathbb{R}^2} \| \dot{f}(v) \| < \infty$ (and provided the requirement $\lim_{n \to \infty} h_n/a_n < \infty$ is added to Assumption 5(b)). Assumption 6 is satisfied (under both weak and strong identification) by a discretized version of

$$\hat{\gamma}_{OLS}^n = \left[ \left( \sum_{i=1}^n x_i x_i' \right)^{-1} \left( \sum_{i=1}^n x_i y_1i \right) \left( \sum_{i=1}^n x_i x_i' \right)^{-1} \left( \sum_{i=1}^n x_i y_2i \right) \right],$$

the OLS estimator of $\gamma$.

**Theorem 2.** If Assumptions 1-3, 4W, and 5-6 hold, then

$$\left( \hat{\Delta}_n, \hat{I}_n \right) = (\Delta_n, I) + o_p(1).$$

In the model (3), the statistic $\hat{\Delta}_n/\sqrt{n}$ can be interpreted as a one-step estimator of $\delta$ which uses the zero vector as an initial estimator. As a consequence, Theorem 2 can (and will) be derived as a special case of a general adaptation result, Theorem A.2 in the Appendix, for one-step estimators of $\delta$ in the model (3). Theorem A.2 assumes existence of a (discrete) $\sqrt{n}$-consistent initial estimator of $\delta$. This requirement is easily met, especially so under weak identification because the zero vector can serve as a (discrete) $\sqrt{n}$-consistent estimator of $\delta$ in that case. Somewhat surprisingly, perhaps, some aspects of conducting inference are therefore simplified by the assumption of weak identification.

Theorem 2 (and the continuous mapping theorem) can be used to show that if identification is weak, then the local asymptotic power properties of the tests based on $AR_n$, $LM_n$, and $LR_n$ are matched by those of the tests based on

$$\hat{AR}_n = \hat{S}_n'\hat{S}_n, \quad \hat{LM}_n = \left( \hat{S}_n'\hat{T}_n \right)^2 / \hat{T}_n', \hat{T}_n,$$

The full force of Theorem A.2 will be needed when Assumption 4W is replaced by Assumption 4SC or 4SF.
and

\[ \sum R_n = \frac{1}{2} \left( \hat{S}_n' \hat{S}_n - \hat{T}_n' \hat{T}_n + \sqrt{\left( \hat{S}_n' \hat{S}_n - \hat{T}_n' \hat{T}_n \right)^2 + 4 \left( \hat{S}_n' \hat{T}_n \right)^2} \right), \]

respectively, where \( \left( \hat{S}_n', \hat{T}_n' \right)' = \left[ \hat{T}_n^{1/2} \otimes Q^{1/2}_{zz,n} \right] \hat{\Delta}_n \). More specifically, we have the following corollary, which implies in particular that the (feasible) test which rejects when \( \sum R_n > \kappa_\alpha \left( \hat{T}_n \right) \) is “nearly efficient” when identification is weak.

**Corollary 3.** If Assumptions 1-3, 4W, and 5-6 hold, then

\[ \left[ \sum R_n, L\!M_n, \sum R_n, \kappa_\alpha \left( \hat{T}_n \right) \right] = \left[ AR_n, LM_n, LR_n, \kappa_\alpha \left( T_n \right) \right] + o_p(1). \]

**Remark.** The statistic \( \hat{\Delta}_n / \sqrt{n} \) is a bivariate version of the adaptive estimator constructed by Schick (1987) (following the seminal work of Bickel (1982)). In scalar regression models, adaptive estimators of slope coefficients can alternatively be based on regression quantiles of Koenker and Bassett (1978) (Portnoy and Koenker (1989)), Hansen’s (1982) generalized method of moments (GMM) (Newey (1988, 2004)), or a series estimator of the log density function (Faraway (1992), Jin (1992)). It would be of potential interest to generalize these constructions to our bivariate setting.

### 4.2. Inference when identification may be strong.

Next, consider the consequences of relaxing the assumption that identification is known to be weak. We are interested in finding a pair of statistics, computable without knowledge of \((\gamma, f)\), which is asymptotically equivalent to \((\Delta_n, \mathcal{I})\) under weak identification and is “well behaved” also when identification is strong.

When Assumptions 1-3 and 4SC hold, the quasi-sufficient statistic \( \hat{\Delta}_n \) obtained from the Gaussian quasi-likelihood satisfies\(^{18}\)

\[ \hat{\Delta}_n - \sqrt{n} \left( \begin{array}{c} 0 \\ \pi \end{array} \right) \rightarrow_d \mathcal{N} \left[ \left( \begin{array}{c} b \pi \\ 0 \end{array} \right), \Omega \otimes Q^{-1}_{zz} \right]. \]

It follows immediately from this result that if Assumptions 1-3 and 4SC holds, then

\[ \sum R_n \rightarrow_d \chi^2 \left( q; b^2 \omega_{11}^{-1} \pi' Q_{zz, \pi} \right), \]

\(^{18}\)The displayed property and the other asymptotic properties of \( \hat{\Delta}_n \) mentioned in this paper are shared by feasible versions of \( \hat{\Delta}_n \) which replace \( \gamma \) and \( \Omega \) by estimators (provided the estimator of \( \Omega \) is invertible). A similar remark applies to the pair \((\hat{S}_n, \hat{T}_n)\) and smooth functions thereof provided \( \Omega \) is replaced by a consistent estimator.
Theorem 4 gives conditions under which this property is enjoyed by\textsuperscript{19}

\[
\hat{\Delta}_n^* = \left( \begin{array}{c} 0 \\
\sqrt{n \hat{\pi}}_n \end{array} \right) + \left( T_n^{-1} \otimes Q_{zz,n}^{-1} \right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\ell}_i \otimes z_i, \quad \hat{T}_n^* = n^{-1} \sum_{i=1}^{n} \hat{\ell}_i \hat{\ell}_i',
\]

with \( \hat{\ell}_i^* = \hat{\ell}_i^* (\hat{v}_i^*) \), where \( \hat{v}_i^* = (y_{1i} - \gamma_{1n}^* x_i, y_{2i} - \gamma_{2n}^* x_i - \hat{\pi}_n z_i)' \) for some estimators \( (\hat{\gamma}_n, \hat{\pi}_n) \) of \( (\gamma, \pi) \), and

\[
\hat{\ell}_i^* (v) = -\frac{\partial \hat{f}_i^* (v)}{\partial v} + a_n, \quad \hat{f}_i^* (v) = \frac{1}{nh_n} \sum_{i=1}^{n} K \left( \frac{v - \hat{v}_i^*}{h_n} \right).
\]

As defined, \( \hat{\Delta}_n^*/\sqrt{n} \) is a one-step estimator of \( \delta \) (in the model (3)) which uses \( (0', \hat{\pi}_n^*)' \) as an initial estimator of \( \delta \). This initial estimator is \( \sqrt{n}\)-consistent under Assumption 4SC provided \( \hat{\pi}_n \) satisfies the following condition.

**Assumption 7.** \( \hat{\pi}_n \) is discrete and \( \sqrt{n} (\hat{\pi}_n - \pi) = O_p (1) \).

Assumption 7 holds (under both weak and strong identification) if \( \hat{\pi}_n \) is a discretized version of \( \hat{\pi}_n^{OLS} = (\sum_{i=1}^{n} z_i z_i')^{-1} (\sum_{i=1}^{n} z_i y_i) \).

**Theorem 4.** (a) If Assumptions 1-3, 4W, and 5-7 hold, then

\[
\left( \hat{\Delta}_n^*, \hat{T}_n^* \right) = (\Delta_n, \mathcal{T}) + o_p (1).
\]

\textsuperscript{19}The pair \( (\hat{\Delta}_n^*, \hat{T}_n^*) \) reduces to \( (\Delta_n, \mathcal{T}) \) when \( \hat{\pi}_n = 0 \). Moreover, \( \sqrt{n} \hat{\pi} = O (1) \) under weak identification, so Theorem 2 is a special case of Theorem 4 (a).
(b) If Assumptions 1-3, 4SC, and 5-7 hold, then \( \hat{T}_n^* = I + o_p(1) \) and

\[
\hat{\Delta}_n^* - \sqrt{n} \begin{pmatrix} 0 \\ \pi \end{pmatrix} \to_d N \left( \begin{pmatrix} b\pi \\ 0 \end{pmatrix}, I^{-1} \otimes Q^{-1} \right).
\]

As a consequence of Theorem 4, we have the following result concerning the statistics

\[
\hat{A}R_n^* = \hat{S}_n^* \hat{S}_n^*, \quad \hat{L}M_n^* = \frac{\left( \hat{S}_n^* \hat{T}_n^* \right)^2}{\hat{T}_n^* \hat{T}_n^*},
\]

\[
\hat{L}R_n^* = \frac{1}{2} \left( \hat{S}_n^* \hat{T}_n^* - \hat{\Delta}_n^* \right) + \sqrt{\left( \hat{S}_n^* \hat{T}_n^* - \hat{\Delta}_n^* \right)^2 + 4 \left( \hat{S}_n^* \hat{T}_n^* \right)^2},
\]

where \( \left( \hat{S}_n^*, \hat{T}_n^* \right)' = \left[ \hat{T}_n^{1/2} \otimes Q^{1/2} \right] \hat{\Delta}_n^* \).

**Corollary 5.** (a) If Assumptions 1-3, 4W, and 5-7 hold, then

\[
\begin{bmatrix} \hat{A}R_n^*, \hat{L}M_n^*, \hat{L}R_n^*, \kappa_\alpha \left( \hat{T}_n^* \right) \end{bmatrix} = \begin{bmatrix} A\Gamma_n, L\Gamma_n, L\Delta_n, \kappa_\alpha \left( \Gamma_n \right) \end{bmatrix} + o_p(1).
\]

(b) If Assumptions 1-3, 4SC, and 5-7 hold, then

\[
\hat{A}R_n^* = A\Gamma_n + o_p(1) \to_d \chi^2 \left( q; b^2 I_{11.2} \pi' Q_{zz} \pi \right),
\]

\[
\hat{L}M_n^* = \hat{L}R_n^* + o_p(1) = \frac{\left( S_n^* Q_{zz}^{1/2} \right)^2}{\pi' Q_{zz} \pi} + o_p(1) \to_d \chi^2 \left( 1; b^2 I_{11.2} \pi' Q_{zz} \pi \right),
\]

and \( \kappa_\alpha \left( \hat{T}_n^* \right) = \chi^2_\alpha(1) + o_p(1). \)

It follows from Corollary 5(a) that the test which rejects when \( \hat{L}R_n^* > \kappa_\alpha \left( \hat{T}_n^* \right) \) is “nearly efficient” when identification is weak. Moreover, Theorem A.1 in the Appendix and Choi, Hall, and Schick (1996, Theorem 2) can be used to show that the test which rejects for large values of \( \left( S_n^* Q_{zz}^{1/2} \right)^2 / (\pi' Q_{zz} \pi) \) is asymptotically uniformly most powerful unbiased (in the terminology of Choi, Hall, and Schick (1996,
Section 4) under the assumptions of Corollary 5(b). As a consequence, Corollary 5(b) implies that the test which rejects when \( \hat{LR}_n^* > \kappa_{\alpha} \left( \hat{T}_n^* \right) \) enjoys demonstrable optimality properties under strong identification, as does the test which rejects when \( \hat{LM}_n^* > \chi^2_{\alpha}(1) \). In particular, under strong identification these (asymptotically equivalent) tests are superior to the tests based on the statistics \( \hat{AR}_n, \hat{LM}_n, \hat{LR}_n \) (and Andrews and Soares’s (2006) rank-based analogues thereof).

4.3. Consistency. Finally, we address the issue of test consistency under strong identification. The tests based on \( \hat{AR}_n, \hat{LM}_n, \hat{LR}_n \) are all consistent because \( (\kappa_{\alpha} (\cdot) \text{ is bounded and}) \)

\[
n^{-1} \hat{AR}_n = n^{-1} \hat{LM}_n + o_p (1) = n^{-1} \hat{LR}_n + o_p (1) = \beta^2 \omega_1 \nu^2 Q_{zz} \pi + o_p (1)
\]

under Assumptions 1-3 and 4SF, the displayed results following almost immediately from the fact that if Assumptions 1-3 and 4SF hold, then

\[
\hat{\Delta}_n - \sqrt{n} \left( \frac{\beta \pi}{\pi} \right) \rightarrow_d N \left[ \left( 0 \right), \Omega \otimes Q_{zz}^{-1} \right].
\]

Once again, this convergence result for \( \hat{\Delta}_n \) derives in part from the linearity of \( \bar{\ell} \) and an analogous result will typically fail to hold for \( \Delta_n, \hat{\Delta}_n \) and/or \( \hat{\Delta}_n^* \). In fact, at the present level of generality there is no guarantee that the tests based on \( \hat{AR}_n, \hat{LM}_n, \hat{LR}_n \) are consistent under strong identification.

Fortunately this potential problem is easily avoided. Indeed, let

\[
\hat{\Delta}^{**}_n = \left( \frac{\sqrt{n} \hat{\Pi}_n}{n \hat{\pi}_n} \right) + \left( \tilde{T}^{**-1}_{n, n} \otimes Q_{zz,n}^{-1} \right) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\ell}^{**i}_{i,n} \otimes z_i, \quad \tilde{T}^{**}_n = n^{-1} \sum_{i=1}^{n} \hat{\ell}^{**i}_{i,n} \otimes \hat{z}^{**i}_{i,n},
\]

with \( \hat{\ell}^{**i}_{i,n} = \hat{\ell}^{**i}_{n} (\hat{v}^{**i}_{i}) \), where \( \hat{v}^{**i}_{i} = \left( y_{1i} - \hat{\gamma}'_{1n} x_i - \hat{\Pi}'_n z_i, y_{2i} - \hat{\gamma}'_{2n} x_i - \hat{\Pi}'_n z_i \right)' \) for some estimators \( (\hat{\gamma}_i, \hat{\pi}_i, \hat{\Pi}_n) \) of \( (\gamma, \pi, \beta \pi) \),

---

20 As mentioned by Choi, Hall, and Schick (1996, p. 852), the test furthermore satisfies a location invariance property and is therefore also the asymptotically uniformly most powerful location invariant test. A potential advantage of imposing location invariance when defining optimality criteria is that the resulting notion of optimality is applicable in some nonstandard testing problems as well. In particular, it can be applied to derive attainable semiparametric power envelopes for the unit root testing problem (Jansson (2007)).

21 The pair \( (\hat{\Delta}^{**}_n, \tilde{T}^{**}_n) \) reduces to \( (\hat{\Delta}_n, \hat{T}_n) \) when \( \hat{\Pi}_n = 0 \). Moreover, \( \sqrt{n} \beta \pi = O (1) \) under the assumptions of Theorem 4, so the latter theorem is a special case of Theorem 6(a)-(b).
\[
\hat{\ell}^{**}(v) = \frac{\partial \hat{f}^{**}(v)}{\partial v}, \quad \hat{f}^{**}(v) = \frac{1}{nh_n^2} \sum_{i=1}^{n} K\left(\frac{v - \hat{v}^{**}_i}{h_n}\right),
\]

and \(\hat{\Pi}_n\) is assumed to satisfy the following condition, which holds (under weak and strong identification) if \(\hat{\Pi}_n\) is a discretized version of \(\hat{\Pi}^{OLS}_n = \left(\sum_{i=1}^{n} z_i z_i'\right)^{-1} \left(\sum_{i=1}^{n} z_i y_{1i}\right)\).

**Assumption 8.** \(\hat{\Pi}_n\) is discrete and \(\sqrt{n}\left(\hat{\Pi}_n - \beta \pi\right) = O_p(1)\).

Once again, \(\hat{\Delta}^{**}_n/\sqrt{n}\) can be interpreted as a one-step estimator of \(\delta\) in (3). Unlike \(\hat{\Delta}_n/\sqrt{n}\) and \(\Delta^{**}_n/\sqrt{n}\), \(\hat{\Delta}^{**}_n/\sqrt{n}\) employs an initial estimator of \(\delta\) with global \(\sqrt{n}\)-consistency properties. This feature is utilized in the proof of part (c) of the following result, which in turn can be used to establish consistency of tests based on \(\Delta^{**}_n\).

**Theorem 6.** (a) If Assumptions 1-3, 4W, and 5-8 hold, then

\[
\left(\hat{\Delta}^{**}_n, \hat{T}^{**}_n\right) = (\Delta_n, \mathcal{I}) + o_p(1).
\]

(b) If Assumptions 1-3, 4SC, and 5-8 hold, then \(\hat{T}^{**}_n = \mathcal{I} + o_p(1)\) and

\[
\hat{\Delta}^{**}_n - \sqrt{n}\begin{pmatrix} 0 \\ \pi \end{pmatrix} \rightarrow_d \mathcal{N}\left[\begin{pmatrix} b \pi \\ 0 \end{pmatrix}, \mathcal{I}^{-1} \otimes Q^{-1}_{zz}\right].
\]

(c) If Assumptions 1-3, 4SF, and 5-8 hold, then \(\hat{T}^{**}_n = \mathcal{I} + o_p(1)\) and

\[
\hat{\Delta}^{**}_n - \sqrt{n}\begin{pmatrix} \beta \pi \\ \pi \end{pmatrix} \rightarrow_d \mathcal{N}\left[\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \mathcal{I}^{-1} \otimes Q^{-1}_{zz}\right].
\]

Let \(\left(\hat{S}^{**}_n, \hat{T}^{**}_n\right) = \left[\hat{T}^{**1/2}_n \otimes Q^{1/2}_{zz,n}\right] \hat{\Delta}^{**}_n\) and define

\[
\hat{AR}^{**}_n = \hat{S}_n^{**} \hat{S}_n^{**}, \quad \hat{LM}^{**} = \frac{\left(\hat{S}_n^{**} \hat{T}^{**}_n\right)^2}{\hat{T}^{**1/2}_n \hat{T}^{**1/2}_n},
\]

\[
\hat{LR}^{**}_n = \frac{1}{2} \left(\hat{S}_n^{**} \hat{S}_n^{**} - \hat{T}^{**1/2}_n \hat{T}^{**1/2}_n + \sqrt{\left(\hat{S}_n^{**} \hat{S}_n^{**} - \hat{T}^{**1/2}_n \hat{T}^{**1/2}_n\right)^2 + 4 \left(\hat{S}_n^{**} \hat{T}^{**}_n\right)^2}\right).
\]

The salient properties of these statistics are characterized in the following corollary to Theorem 6.
Corollary 7. (a) If Assumptions 1-3, 4W, and 5-8 hold, then
\[
\left[ \hat{AR}_n^{**}, \hat{LM}_n^{**}, \hat{LR}_n^{**}, \kappa_\alpha \left( \hat{T}_n^{**} \right) \right] = \left[ AR_n, LM_n, LR_n, \kappa_\alpha (T_n) \right] + o_p(1).
\]

(b) If Assumptions 1-3, 4SC, and 5-8 hold, then
\[
\hat{AR}_n^{**} = AR_n + o_p(1) \quad \rightarrow_d \chi^2 \left( q; b^2 I_{11} \pi' Q_{zz} \pi \right),
\]
\[
\hat{LM}_n^{**} = LR_n + o_p(1) = \frac{\left( S_n Q_{zz}^{1/2} Q_{zz} \pi \right)^2}{\pi' Q_{zz} \pi} + o_p(1) \quad \rightarrow_d \chi^2 \left( 1; b^2 I_{11} \pi' Q_{zz} \pi \right),
\]
and \( \kappa_\alpha \left( \hat{T}_n^{**} \right) = \chi^2_\alpha (1) + o_p(1) \).

(c) If Assumptions 1-3, 4SF, and 5-8 hold, then
\[
n^{-1} \hat{AR}_n^{**} = n^{-1} \hat{LM}_n^{**} + o_p(1) = n^{-1} \hat{LR}_n^{**} + o_p(1) = \beta^2 I_{11} \pi' Q_{zz} \pi + o_p(1).
\]

In perfect analogy with Corollary 5, parts (a) and (b) of Corollary 7 imply that the test which rejects when \( \hat{LR}_n > \kappa_\alpha \left( \hat{T}_n^{**} \right) \) is “nearly” optimal when identification is weak and demonstrably optimal when identification is strong. Relative to Corollary 5, which establishes analogous results for the test which rejects when \( \hat{LR}_n > \kappa_\alpha \left( \hat{T}_n \right) \), the additional property that can be claimed on the part of the test based on \( \hat{LR}_n^{**} \) is that of consistency under strong identification. This, and the analogous consistency results about the tests based on \( \hat{AR}_n^{**} \) and \( \hat{LM}_n^{**} \), is the content of Corollary 7(c).

4.4. Inference when identification is strong. If identification is strong, then the usual duality between estimation and testing holds, implying in particular that the asymptotic optimality properties of the tests based on \( \hat{LR}_n^{**} \) and \( \hat{LM}_n^{**} \) are shared by a Wald test based on an asymptotically efficient estimator of \( \beta \).

Let
\[
\hat{\beta}_n^{**} = \frac{\hat{\Delta}_{1,n}^{**} Q_{zz,n} \hat{\Delta}_{2,n}^{**}}{\Delta_{1,n}^{**} Q_{zz,n} \Delta_{2,n}^{**}},
\]
where \( \hat{\Delta}_n^{**} = \left( \hat{\Delta}_{1,n}^{**}, \hat{\Delta}_{2,n}^{**} \right)' \) and partitioning is after the \( q \)th row. The estimator \( \hat{\beta}_n^{**} \) can be interpreted as a non-Gaussian counterpart of the 2SLS estimator of \( \beta \), the latter being given by
\[
\bar{\beta}_n = \frac{\Delta_{1,n}' Q_{zz,n} \Delta_{2,n}}{\Delta_{2,n}' Q_{zz,n} \Delta_{2,n}},
\]

where \(\bar{\Delta}_n = (\bar{\Delta}_{1,n}', \bar{\Delta}_{2,n}')'\) and partitioning is after the \(q\)th row. The estimators \(\hat{\beta}^{**}_n\) and \(\bar{\beta}_n\) are both obtained by means of a generalized least squares (GLS) regression of an estimator of \(\delta_1\) onto an estimator of \(\delta_2\) (in (3)). The GLS regressions utilize identical weighting matrices, but differ in terms of the estimators of \(\delta\) being employed, with \(\hat{\beta}^{**}_n\) being based on an asymptotically efficient estimator (namely \(\hat{\Delta}^{**}_n/\sqrt{n}\)) and \(\bar{\beta}_n\) being based on the OLS estimator \(\bar{\Delta}_n/\sqrt{n}\).

If Assumptions 1-3 and 4SF hold, then

\[
\sqrt{n} (\bar{\beta}_n - \beta) \rightarrow_d N(0, \Sigma_\beta), \quad \Sigma_\beta = \left[ \left( \begin{array}{c} 1 \\ -\beta \end{array} \right) \right]' \Omega \left( \begin{array}{c} 1 \\ -\beta \end{array} \right) (\pi' Q_{zz} \pi)^{-1}.
\]

The next result, which follows from Theorem 6(c) and the delta method, gives the corresponding result for \(\hat{\beta}^{**}_n\).

**Corollary 8.** If Assumptions 1-3, 4SF, and 5-8 hold, then

\[
\sqrt{n} (\hat{\beta}^{**}_n - \beta) \rightarrow_d N(0, \Sigma_\beta), \quad \Sigma_\beta = \left[ \left( \begin{array}{c} 1 \\ -\beta \end{array} \right) \right]' \Omega^{-1} \left( \begin{array}{c} 1 \\ -\beta \end{array} \right) (\pi' Q_{zz} \pi)^{-1}.
\]

Under normality the convergence result in Corollary 8 agrees with that for the 2SLS estimator of \(\beta\) (and its asymptotic equivalents, such as the limited information maximum likelihood (LIML) estimator and Fuller’s (1977) modification thereof). With non-Gaussian errors, on the other hand, the estimator \(\hat{\beta}^{**}_n\) compares favorably with \(\bar{\beta}_n\) whenever the inequality \(\Omega^{-1} \leq \Omega\) is strict.

The existence of estimators which outperform 2SLS for certain non-Gaussian error distributions has been known at least since Amemiya (1982) and Powell (1983). For the purposes of relating \(\hat{\beta}^{**}_n\) to the two-stage least absolute deviations (2SLAD) and double 2SAD (D2SLAD) estimators studied in those papers, define

\[
\bar{\beta}_n(\lambda_1, \lambda_2) = \frac{\hat{\Pi}_n(\lambda_1)' Q_{zz,n} \hat{\pi}_n(\lambda_2)}{\hat{\pi}_n(\lambda_2)' Q_{zz,n} \hat{\pi}_n(\lambda_2)}, \quad (\lambda_1, \lambda_2)' \in \mathbb{R}^2,
\]

where

\[
\hat{\Pi}_n(\lambda_1) = \lambda_1 \hat{\Pi}_n^{LAD} + (1 - \lambda_1) \hat{\Pi}_n^{OLS}, \quad \hat{\pi}_n(\lambda_2) = \lambda_2 \hat{\pi}_n^{LAD} + (1 - \lambda_2) \hat{\pi}_n^{OLS},
\]
\begin{align*}
\left( \hat{\gamma}^{LAD}_1, \hat{\Pi}^{LAD}_n \right) &= \arg\min_{(\gamma_1, \Pi)} \sum_{i=1}^{n} |y_{1i} - \gamma_1' x_i - \Pi' z_i|, \\
\left( \hat{\gamma}^{LAD}_2, \hat{\pi}^{LAD}_n \right) &= \arg\min_{(\gamma_2, \pi)} \sum_{i=1}^{n} |y_{2i} - \gamma_2' x_i - \pi' z_i|.
\end{align*}

In this notation \( \hat{\beta}_n (0, 0) \) is the 2SLS estimator, while nonzero pairs \((\lambda_1, \lambda_2)\) give rise to estimators that are asymptotically distinct from the 2SLS estimator. The Bahadur representation of any \( \hat{\beta}_n (\lambda_1, \lambda_2) \) is readily obtained (by means of the delta method) from the Bahadur representations of \( \hat{\Pi}^{LAD}_n, \hat{\Pi}^{OLS}_n, \hat{\pi}^{LAD}_n, \) and \( \hat{\pi}^{OLS}_n \). Utilizing these Bahadur representations it can be shown that \( \hat{\beta}_n (\lambda_1, 0) \) is asymptotically equivalent to the 2SLAD(\( \lambda_1 \)) estimator and that \( \hat{\beta}_n (1, 1) \) is asymptotically equivalent to the D2SLAD estimator(s).

Because \( \left( \hat{\Delta}_{1,n}/\sqrt{n}, \hat{\Delta}_{2,n}/\sqrt{n} \right) \) is an asymptotically efficient estimator of \((\delta_1, \delta_2)\) in (3), it compares favorably with \( \left( \hat{\Pi}_n (\lambda_1), \hat{\pi}_n (\lambda_2) \right) \) for any value of \((\lambda_1, \lambda_2)\). This superiority is inherited by \( \hat{\beta}^{**}_n \), which compares favorably with all estimators of the form \( \hat{\beta}_n (\lambda_1, \lambda_2) \) (and their asymptotic equivalents, such as the 2SLAD and D2SLAD estimators). In fact, Theorems A.1 and A.2 can be used to show that \( \hat{\beta}^{**}_n \) is an asymptotically efficient (i.e., best regular) estimator of \( \beta \) under strong identification.\(^{22}\)

As a consequence, one would expect the strong identification local asymptotic power properties of the tests based on \( \hat{L}R^{**}_n \) and \( \hat{L}M^{**}_n \) to be matched by those of the test which rejects when \( \hat{W}^{**}_n > \chi^2_{\alpha} (1) \), where

\[
\hat{W}^{**}_n = \frac{(\hat{\beta}^{**}_n)^2}{\hat{\Sigma}^{**}_\beta/n}, \quad \hat{\Sigma}^{**}_\beta = \left[ \left( \begin{array}{c} 1 \\ -\hat{\beta}^{**}_n \end{array} \right)' \hat{\Sigma}^{**-1} \left( \begin{array}{c} 1 \\ -\hat{\beta}^{**}_n \end{array} \right) \right] \left( \hat{\pi}_n Q_{zz} \hat{\pi}_n \right)^{-1}.
\]

The next result, which follows from Theorem 6(b) and the delta method, verifies that conjecture.

\(^{22}\)This result, and the other optimality results obtained under the assumption of strong identification, should generalize straightforwardly to models with multiple endogenous regressors. The distribution theory developed under weak identification can also be generalized to models with multiple endogenous regressors, but to the best of our knowledge the “near” optimality properties of Moreira (2003)-type inference procedures has not been established for models of this type.
Corollary 9. If Assumptions 1-3, 4SC, and 5-8 hold, then

\[ \hat{W}_n^{**} = \left( S_n^T Q_{zz}^{1/2} \pi \right)^2 + o_p(1) \to_d \chi^2 \left( 1; b^2 I_{11.2} \pi' Q_{zz} \pi \right). \]

An attractive feature of \( \hat{W}_n^{**} \) is that its ingredients, \( \hat{\beta}_n^{**} \) and \( \hat{\Sigma}_n^{**} \), can be combined in the usual way to form a Wald test of any null hypothesis regarding \( \beta \), not just the null hypothesis that \( \beta = 0 \). This feature is particularly convenient when hypothesis tests are used to construct confidence intervals by inversion, as it implies that valid (indeed, optimal) confidence intervals are trivial to construct. Indeed, a confidence interval with asymptotic coverage probability \( 1 - \alpha \) is given by

\[
\left( \hat{\beta}_n^{**} - \sqrt{\chi^2 \left( 1; b^2 I_{11.2} \pi' z z \pi \right)} \right),
\]

It should be emphasized, however, that the displayed confidence interval is invalid (i.e., does not have asymptotic coverage probability \( 1 - \alpha \)) under weak identification. As a consequence, while the computational simplicity of \( \hat{W}_n^{**} \) makes it an attractive competitor to \( \hat{LM}_n^{**} \) and \( \hat{LR}_n^{**} \) under strong identification, the Wald statistic does not enjoy the robustness (and, in the case of \( \hat{LR}_n^{**} \), “near” optimality) properties under weak identification that Corollary 7(a) establishes on the part of \( \hat{LM}_n^{**} \) and \( \hat{LR}_n^{**} \).

Remarks. (i) The relation between \( \hat{\beta}_n^{**} \) and the 2SLS estimator \( \bar{\beta}_n \) can be further elucidated by noticing that

\[
\hat{\beta}_n^{**} = \sum_{i=1}^n \hat{y}_{2i}^{**} \hat{y}_{1i}^{**}, \quad \hat{y}_{ji}^{**} = z_i' \hat{\Delta}_{ji,n}^{**} / \sqrt{n} \quad (j = 1, 2),
\]

a representation perfectly analogous to

\[
\bar{\beta}_n = \sum_{i=1}^n \bar{y}_{2i} \bar{y}_{1i}, \quad \bar{y}_{ji} = z_i' \bar{\Delta}_{ji,n} / \sqrt{n} \quad (j = 1, 2),
\]

the latter being Basmann’s (1959) interpretation of 2SLS.

(ii) For the purposes of understanding the asymptotic efficiency of \( \hat{\beta}_n^{**} \), it may be useful to recognize that it admits a minimum distance interpretation. Indeed,  

\footnote{A “conditional” version of the Wald test will be valid also under weak identification, but will be no easier to implement than the test based on \( \hat{LR}_n^{**} \) and will not be “nearly” efficient when identification is weak (Andrews, Moreira, and Stock (2007)).}
\[
\left( \hat{\Delta}_{2,n}/\sqrt{n}, \hat{\beta}_{n}^{**} \right) = \arg \min_{(\pi, \beta)} \left( \frac{\hat{\Delta}_{1,n}^{*}/\sqrt{n} - \pi \beta}{\hat{\Delta}_{2,n}^{*}/\sqrt{n} - \pi} \right) \prime (\mathcal{I} \otimes Q_{zz,n}) \left( \frac{\hat{\Delta}_{1,n}^{*}/\sqrt{n} - \pi \beta}{\hat{\Delta}_{2,n}^{*}/\sqrt{n} - \pi} \right),
\]

a characterization which closely resembles the following (well known) minimum distance interpretation of \( \bar{\beta}_{n} \):

\[
(\hat{\pi}_{OLS,n}, \bar{\beta}_{n}) = \arg \min_{(\pi, \beta)} \left( \frac{\Delta_{1,n}/\sqrt{n} - \pi \beta}{\Delta_{2,n}/\sqrt{n} - \pi} \right) \prime (\Omega^{-1} \otimes Q_{zz,n}) \left( \frac{\Delta_{1,n}/\sqrt{n} - \pi \beta}{\Delta_{2,n}/\sqrt{n} - \pi} \right).
\]

(iii) The LIMLK (i.e., LIML with known \( \Omega \)) estimator of \( \beta \) is given by

\[
\arg \min_{\beta} \frac{(1, -\beta) \left( \bar{\Delta}_{1,n}, \bar{\Delta}_{2,n} \right) Q_{zz,n} \left( \bar{\Delta}_{1,n}, \bar{\Delta}_{2,n} \right) \prime (1, -\beta) \prime}{(1, -\beta) \Omega (1, -\beta) \prime}.
\]

This estimator is asymptotically equivalent to the 2SLS estimator \( \bar{\beta}_{n} \) when identification is strong, but enjoys certain advantages over \( \bar{\beta}_{n} \) when identification is weak (e.g., Staiger and Stock (1997)). Analogously, the following non-Gaussian counterpart of the LIMLK estimator of \( \beta \) is asymptotically equivalent (superior) to \( \hat{\beta}_{n}^{**} \) under strong (weak) identification:

\[
\arg \min_{\beta} \frac{(1, -\beta) \left( \hat{\Delta}_{1,n}^{*}, \hat{\Delta}_{2,n}^{*} \right) Q_{zz,n} \left( \hat{\Delta}_{1,n}^{*}, \hat{\Delta}_{2,n}^{*} \right) \prime (1, -\beta) \prime}{(1, -\beta) \hat{\mathcal{F}}_{n}^{-1} (1, -\beta) \prime}.
\]

(iv) Recently, Hansen, McDonald, and Newey (2006) have proposed a nonlinear IV estimator of \( \beta \) based on a parametric family of densities for \( u_{i} \) in a model of the form

\[
y_{1i} = \Gamma_{i}' x_{i} + \beta y_{2i} + u_{i} \quad (i = 1, \ldots, n).
\]

(That is, their model consists of the first equation of (1), but does not contain a first stage equation relating the endogenous regressor to the instruments.) If the true density of \( u_{i} \) is a member of the family used for estimation purposes, Hansen, McDonald, and Newey’s (2006) estimator is locally efficient at the model (1) under the assumptions of that paper. On the other hand, their estimator is inferior to \( \hat{\beta}_{n}^{**} \) under the (stronger) assumptions made herein. (Their estimator is asymptotically equivalent to \( \hat{\beta}_{n}^{**} \) when the errors \( u_{i} \) and \( v_{2i} \) in (1) are mutually independent and/or Gaussian, but not in general.)
5. Simulations

This section presents the results of a simulation study investigating the finite-sample performance of the procedure considered in this paper. Although we primarily focus on power properties of the tests based on $\hat{AR}_n^{**}$, $\hat{LM}_n^{**}$, and $\hat{LR}_n^{**}$, we also discuss the properties of the point estimator $\hat{\beta}_n^{**}$ under strong identification.

5.1. Model Setup. The data is generated by the model (2). Specifically, we set $x_i = 1$ and set $q$, the dimension of the instrumental variable, equal to 4. The instruments are randomly generated from a standard Gaussian distribution, demeaned, and then kept fixed throughout the experiment. For the errors we consider two different specifications, based on (i) the standard normal distribution and (ii) a Gaussian mixture distribution with density

$$f(v) = \frac{1}{3} \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} (v + 1)^2 \right] + \frac{2}{3} \frac{1}{\sqrt{8\pi}} \exp \left[ -\frac{1}{8} (v - 3)^2 \right],$$

respectively. (The Fisher information for the location model generated by the Gaussian mixture distribution is approximately $1.9$ times the inverse of its variance, so non-trivial power gains can potentially be achieved by using an adaptive procedure.) The probability densities associated with the distributions are depicted in Figure 1.
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We generate $2n$ independent (studentized) errors $\tilde{v}_i = (\tilde{v}_{1i}, \tilde{v}_{2i})'$ from each distribution and define

$$v_{1i} = \tilde{v}_{1i} \quad \text{and} \quad v_{2i} = \sqrt{1 - \rho^2} \tilde{v}_{2i} + \rho \tilde{v}_{1i},$$

hereby inducing a correlation of $\rho$ between the errors $v_{1i}$ and $v_{2i}$. Consistent with the previous discussion, we take $\beta_0 = 0$. The $4 \times 1$ vector $\pi$ is given by

$$\pi = \iota' \sqrt{\frac{\zeta}{\iota'Z'Z\iota}},$$

where $\iota$ is a $4 \times 1$ vector of ones, $Z$ is the $n \times 4$ matrix of instruments, and $\zeta$ is the concentration parameter $\pi'Z'Z\pi/q$, which determines the “strength” of the instruments. For the simulations, we chose $n = 1,000$ as the sample size, $S = 5,000$ as the number of simulations, $\rho = 0.5$, and $\zeta$ taking on the values 1 and 10. In addition we chose $\alpha = 0.05$ for the size of our tests.\footnote{We obtained qualitatively similar results for other choices of $n$, $S$, $\rho$, and $\zeta$, but omit these to conserve space.}
5.2. Implementation. The new procedures are compared to two benchmark procedures. The first of these is the Gaussian procedure constructed using a feasible version of the quasi-sufficient statistics \((\bar{S}_n, \bar{T}_n)\) employing the OLS estimator

\[
\hat{\Omega}_{OLS}^n = \frac{1}{n - p - q} \sum_{i=1}^{n} \hat{v}_i^{OLS} \hat{v}_i^{OLS}' = \frac{1}{n - 5} \sum_{i=1}^{n} \hat{v}_i^{OLS} \hat{v}_i^{OLS}'
\]

of \(\Omega\), where \(\hat{v}_i^{OLS}\) are the OLS residuals. We will refer to this technique as “OLS” for simplicity.

The second benchmark procedure utilizes an “oracle” version of \(\hat{\Delta}_{n}^{**}\). Specifically, using the true \(\ell\) instead of its estimate, we obtain

\[
\hat{\Delta}_{n}^{MLE} = \left( \sqrt{\frac{n \Pi_{OLS}^n}{n \hat{\pi}_{OLS}^n}} \right) + \left( \hat{T}_{\ell}^{-1} \otimes \hat{Q}_{z z,n}^{-1} \right) \frac{1}{n} \sum_{i=1}^{n} \ell \left( \hat{v}_i^{OLS} \right) \otimes z_i,
\]

where

\[
\hat{T}_{\ell} = \frac{1}{n} \sum_{i=1}^{n} \ell \left( \hat{v}_i^{OLS} \right) \ell \left( \hat{v}_i^{OLS} \right)'.
\]

It should be noted that this is not a true “oracle” procedure in the sense that it uses the estimated error terms rather than their true values and also relies on an estimate of the information matrix. We include this additional benchmark in an effort to identify the effects on performance of using nonparametric estimates of the score function. Although a slight abuse of notation, we will refer to this technique as “MLE” for simplicity.

Finally, the (feasible) adaptive procedure based on \(\hat{\Delta}_{n}^{**}\) is referred to as “ADP” for notational simplicity.\(^{25}\) This procedure is fully data-driven, but requires the additional choice of three parameters: the kernel \(k\), the trimming parameter \(a\), and the smoothing parameter \(h\). For specificity we chose a Gaussian kernel and we set \(a = 0\) for simplicity. We experimented with a variety of procedures and specifications for the choice of the kernel smoothing parameter \(h\). In terms of procedures we considered both first-generation and second-generation bandwidth selection procedures for both univariate density and derivative estimation and bivariate density and derivative estimation (e.g., Ichimura and Todd (2006)). In terms of specifications, we considered a common bandwidth as well as different combinations of alternative bandwidths for densities and partial derivatives. Unfortunately, for modest sample sizes our preliminary findings showed that these procedures have disappointing size properties. A

\(^{25}\) Although we confine attention to a one-step version of the adaptive procedure, it would be of interest to explore whether \(k\)-step versions exhibit superior finite sample performance.
possible explanation is that these techniques are engineered to minimize a criterion function related to the distance between the estimated and true function and do not necessarily lead to the optimal bandwidth choice for the adaptive procedure considered in this paper. This is consistent with previous Monte Carlo results on adaptive estimation in the univariate case (e.g., Steigerwald (1992)).

Since our explicit goal is to show that the asymptotic optimality properties of adaptive procedures are inherited at least partially in finite samples, we leave for future research a formal fully data-driven procedure for optimal bandwidth selection. Instead, due to the lack of formal procedures we opted for a simple re-scaling of a rule of thumb choice for bivariate density estimation. Specifically, our bandwidth estimators were of the form

\[ h_1 = c \sqrt{\hat{\omega}_{11}^{OLS} / \sqrt{n}} \] and \[ h_2 = c \sqrt{\hat{\omega}_{22}^{OLS} / \sqrt{n}} , \]

where \( h_1 \) and \( h_2 \) are the bandwidth choice for the first and second dimension of the nonparametric score estimator, respectively, and the constant \( c \) is chosen from a grid of possible values to obtain approximately correct empirical size. As expected, these grid values were sensitive to the true distribution of the error terms. In our simulations, we used \( c = 0.65 \) and \( c = 0.50 \) for the Gaussian and non-Gaussian model, respectively, as these values produced testing procedures with good size properties.

5.3. Results. Figure 2 presents the power graphs for the AR, LM, and CLR tests for the case where the reduced form errors are generated from a Gaussian distribution.
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The strength of the instruments is equal to 1 and 10 in the first row and second row of graphs, respectively. In this particular case, the OLS and MLE estimators of the linear coefficients coincide, while the second-moment matrices are equal up to a constant multiple which converges to 1 with the sample size. As a consequence, the power curves of the tests based on these two procedures are virtually equivalent. Because the adaptive procedures employ a nonparametric estimator of \( \ell \), we would expect them to have reduced finite sample power relative to the “oracle” procedures and this does indeed seem to be the case. Nevertheless, the power loss is encouragingly small and the findings suggest that the ADP procedures can dominate the OLS procedures when the errors are non-Gaussian.
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Figure 3 presents the results for the case when the errors are generated from a non-Gaussian distribution. Again, the first and second rows differ by the choice of the strength of the instruments. The results in this case are consistent with the theoretical predictions. The tests based on the MLE estimator have superior power relative to the test statistics based on the OLS estimator, while the test statistics based on the ADP estimator have power curves which reside in between the other two. Presumably the difference between the MLE and ADP power curves can be attributed to the fact that ADP employs a nonparametric estimator of the nuisance parameter $\ell$. In other words, the asymptotic theory probably overstates the extent to which departures from Gaussianity can be exploited in finite samples. On the other hand, the qualitative predictions of the asymptotic theory are borne out in the simulations insofar as Figure 3 clearly suggests that even in finite samples the ADP procedures can enjoy power advantages over the OLS procedures when the errors are non-Gaussian.

Finally, in Figure 4 we present (kernel density estimators of) the sampling distributions of the estimators of $\beta$ using each procedure when instruments are “strong.” The sampling distribution of the ADP estimator $\hat{\beta}^{**}_n$ is more concentrated than that of the “OLS” estimator $\bar{\beta}_n$ and less concentrated than that of the “oracle” estimator. This is also consistent with the theoretical predictions.

In our view, the Monte Carlo results provide evidence in favor of the procedure(s) developed in this paper. The key potential drawback of the new procedure(s), which is common to all nonparametric procedures, is the fact that no firm guidance on the choice of the smoothing parameter is available. As discussed above, the lack of formal theory in this area led us to consider a simple rule-of-thumb procedure which includes a constant parameter that needs to be chosen and depends on the underlying design. Although this constant is arbitrary and set in advance for each design, we showed that if this constant is chosen so that the empirical size is approximately correct, then important power gains are realized by constructing test statistics based on the ADP estimates of the sufficient statistics. This would appear to suggest that in practice a bootstrap procedure (in the spirit of Hsieh and Manski (1987), but targeted at the size properties of the test rather than the mean squared error of the estimator) is likely to produce tests with good size and power.

\footnote{Similar results were obtained for the ADP estimator of the reduced-form coefficients. We omit the results to conserve space.}
6. Appendix: Proofs

The main results of the paper will follow from two facts, Theorems A.1 and A.2, about the model (3). Neither result is particularly surprising, but we have been unable to find statements of these results in the literature.

Theorem A.1 is an LAN result. To state it, let

$$L_n (d, g) = \sum_{i=1}^{n} \log f \left[ y_{1i} - \gamma_{1n} (g_1)' x_i - \delta_{1n} (d_1)' z_i, y_{2i} - \gamma_{2n} (g_2)' x_i - \delta_{2n} (d_2)' z_i \right]$$

$$- \sum_{i=1}^{n} \log f \left[ y_{1i} - \gamma_1' x_i - \delta_1' z_i, y_{2i} - \gamma_2' x_i - \delta_2' z_i \right]$$

denote the log likelihood ratio function associated with the local reparameterization

$$\gamma = \left[ \begin{array}{c} \gamma_{1n} (g_1) \\ \gamma_{2n} (g_2) \end{array} \right] = \left[ \begin{array}{c} \gamma_1 + g_1 / \sqrt{n} \\ \gamma_2 + g_2 / \sqrt{n} \end{array} \right], \quad \delta = \left[ \begin{array}{c} \delta_{1n} (d_1) \\ \delta_{2n} (d_2) \end{array} \right] = \left[ \begin{array}{c} \delta_1 + d_1 / \sqrt{n} \\ \delta_2 + d_2 / \sqrt{n} \end{array} \right],$$

let “$o_{p_{\delta,\gamma}} (1)$” and “$\rightarrow_{d_{\delta,\gamma}}$” be shorthand for “$o_p (1)$ under the distributions associated with $(d, g) = (0, 0)$” and “$\rightarrow_d$ under the distributions associated with $(d, g) = (0, 0)$”, respectively, and let

$$\ell_i = \ell \left( y_{1i} - \gamma_1' x_i - \delta_1' z_i, y_{2i} - \gamma_2' x_i - \delta_2' z_i \right).$$

**Theorem A.1.** Suppose $(y_{1i}, y_{2i})$ is generated by (3).

(a) If Assumptions 1(a) and 2 hold and $d_n$ is a bounded sequence, then

$$L_n (d_n, 0) = L_{n}^\delta (d_n) + o_{p_{\delta,\gamma}} (1),$$

where

$$L_{n}^\delta (d_n) = d_n' (I \otimes Q_{zz}) \Delta_{n}^\delta = \frac{1}{2} d_n' (I \otimes Q_{zz}) d_n, \quad \Delta_{n}^\delta = (I^{-1} \otimes Q_{zz}^{-1}) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell_i \otimes z_i, \quad \Delta_{n}^\delta \rightarrow_{d_{\delta,\gamma}} N \left( 0, I^{-1} \otimes Q_{zz}^{-1} \right).$$
(b) If, moreover, Assumptions 1(b) and 3 hold and \( g_n \) is a bounded sequence, then

\[
\mathcal{L}_n (d_n, g_n) = \mathcal{L}_n^\delta (d_n) + \mathcal{L}_n^\gamma (g_n) + o_{p,\delta,\gamma} (1),
\]

where

\[
\mathcal{L}_n^\gamma (g_n) = g_n' (I \otimes Q_{xx}) \Delta_n^\gamma - \frac{1}{2} g_n' (I \otimes Q_{xx}) g_n, \quad \Delta_n^\gamma = (I^{-1} \otimes Q_{xx}^{-1}) \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \ell_i \otimes x_i,
\]

\[
\left( \begin{array}{c} \Delta_n^\delta \\ \Delta_n^\gamma \end{array} \right) \rightarrow_{d,\delta,\gamma} \mathcal{N} \left[ \left( \begin{array}{c} 0 \\ 0 \end{array} \right), \left( \begin{array}{cc} I^{-1} \otimes Q_{zz}^{-1} & 0 \\ 0 & I^{-1} \otimes Q_{xx}^{-1} \end{array} \right) \right].
\]

Theorem A.2 is an adaptation result for one-step estimators of \( \delta \). Given initial estimators \( \hat{\delta}_n = (\hat{\delta}_1, \hat{\delta}_2)' \) and \( \hat{\gamma}_n = (\hat{\gamma}_1, \hat{\gamma}_2)' \) of \( \delta \) and \( \gamma \), let

\[
\tilde{\delta}_n (\hat{\delta}_n, \hat{\gamma}_n) = \hat{\delta}_n + \frac{1}{\sqrt{n}} \hat{\Delta}_n^\delta (\hat{\delta}_n, \hat{\gamma}_n),
\]

where

\[
\hat{\Delta}_n^\delta (\hat{\delta}_n, \hat{\gamma}_n) = \tilde{\mathcal{I}}_n (\hat{\delta}_n, \hat{\gamma}_n)^{-1} \otimes Q_{zz,n}^{-1} \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\ell}_n (\hat{v}_i) \otimes z_i,
\]

\[
\tilde{\mathcal{I}}_n (\hat{\delta}_n, \hat{\gamma}_n) = n^{-1} \sum_{i=1}^{n} \hat{\ell}_n (\hat{v}_i) \hat{\ell}_n (\hat{v}_i)', \quad \hat{v}_i = \begin{pmatrix} y_{1i} - \hat{\gamma}_1 x_i - \hat{\delta}_1 z_i \\ y_{2i} - \hat{\gamma}_2 x_i - \hat{\delta}_2 z_i \end{pmatrix},
\]

and

\[
\hat{\ell}_n (v) = -\frac{\partial \hat{f}_n (v) / \partial v}{\hat{f}_n (v) + a_n}, \quad \hat{f}_n (v) = \frac{1}{nh_n^2} \sum_{i=1}^{n} K \left( \frac{v - \hat{v}_i}{h_n} \right).
\]

**Theorem A.2.** Suppose \((y_{1i}, y_{2i})\) is generated by (3). If Assumptions 1-3 and 5 hold, \((\hat{\delta}_n, \hat{\gamma}_n)\) is discrete, and \(\sqrt{n} (\hat{\delta}_n - \delta, \hat{\gamma}_n - \gamma) = O_p(1)\), then

\[
\tilde{\mathcal{I}}_n (\hat{\delta}_n, \hat{\gamma}_n) = \mathcal{I} + o_{p,\delta,\gamma} (1)
\]
and
\[ \sqrt{n} \left[ \delta_n \left( \hat{\delta}_n, \hat{\gamma}_n \right) - \delta \right] = \Delta_n^\delta + o_{p_{\alpha, \gamma}}(1). \]

**Proof of Theorem 1.** Apply Theorem A.1(a) with \( \delta = 0 \) and \( d_n = \mu(\beta, c) \). ■

**Proof of Theorems 2, 4, and 6.** Theorems 2 and 4 (a) are special cases of Theorem 6 (a) and Theorem 4 (b) is a special case of Theorem 6 (b), so it suffices to prove Theorem 6.

Theorem 6 can be derived with the help of Theorem A.2 because
\[ \hat{\Delta}^*_n = \sqrt{n} \delta_n \left( \hat{\delta}_n, \hat{\gamma}_n \right), \quad \hat{I}^*_n = \hat{I}_n \left( \hat{\delta}_n, \hat{\gamma}_n \right), \]
where \( \hat{\delta}_n = \left( \hat{\Pi}_n', \hat{\pi}_n' \right)' \) and \( \hat{\gamma}_n \) is as in the main text.

**Proof of Theorem 6(a).** If \( c = 0 \) in Assumption 4W, then the result can be obtained by applying Theorem A.2 with \( \delta = (0', 0')' \). The result for \( c \neq 0 \) follows by the contiguity property implied by Theorem A.1(a).

**Proof of Theorem 6(b).** If \( b = 0 \) in Assumption 4SC, then the result can be obtained by applying Theorem A.2 with \( \delta = (0', \pi')' \). The result for \( b \neq 0 \) follows by applying Theorem A.1(a) with \( d_n = (b\pi', 0')' \) and using Le Cam’s third lemma.

**Proof of Theorem 6(c).** Apply Theorem A.2 with \( \delta = (\beta\pi', \pi')' \). ■

**Proof of Theorem A.1.** Define
\[ R(v, \theta) = 2 \left[ \sqrt{f(v - \theta) f(v)} - 1 - \frac{1}{2} \theta' \ell(v) \right] 1[f(v) > 0], \quad v, \theta \in \mathbb{R}^2, \]
and
\[ \hat{R}(\theta) = \frac{1}{4} \theta' \mathcal{I} \theta + \int_{\mathbb{R}^2} R(v, \theta) f(v) dv, \quad \theta \in \mathbb{R}^2. \]

If Assumption 2 holds, then
\[ \sqrt{f(v - \theta) - f(v)} = \frac{1}{2} \theta' \int_0^1 \ell(v - \theta t) \sqrt{f(v - \theta t)} dt, \quad \forall v, \theta \in \mathbb{R}^2 \]
and for almost every \( v \in \mathbb{R}^2 \), \( \sqrt{\mathcal{I}} \) is differentiable at \( v \), with (total) derivative \( -\frac{1}{2} \ell' \sqrt{\mathcal{I}} \).
Using these facts and proceeding as in the proof of van der Vaart (1998, Lemma 7.6), it can be shown that if Assumption 2 holds, then

\[ \lim_{\eta \downarrow 0} V(\eta) = 0, \quad V(\eta) = \sup_{\|\theta\| \leq \eta, \theta \neq 0} \|\theta\|^{-2} \int_{\mathbb{R}^2} R(v, \theta)^2 f(v) \, dv. \] (6)

It follows from this result and Lemma 1 of Pollard (1997) that

\[ \lim_{\eta \downarrow 0} \bar{V}(\eta) = 0, \quad \bar{V}(\eta) = \sup_{\|\theta\| \leq \eta, \theta \neq 0} \|\theta\|^{-2} \bar{R}(\theta). \] (7)

The proofs of parts (a) and (b) are completely analogous, so to conserve space we only establish part (a). The log likelihood ratio \( \mathcal{L}_n(d_n, 0) \) admits the expansion

\[
\mathcal{L}_n(d_n, 0) = d_n' (\mathcal{I} \otimes Q_{zz}) \Delta_n^d + \sum_{i=1}^{n} R_{i,n} \\
- \frac{1}{4} \sum_{i=1}^{n} \left[ d_n' \ell_i \otimes z_i / \sqrt{n} + R_{i,n} \right]^2 \left(1 + \xi_{i,n}\right),
\]

where

\[ R_{i,n} = R \left[ \begin{pmatrix} y_{i1} - \gamma_1' x_i - \delta_1' z_i \\ y_{i2} - \gamma_2' x_i - \delta_2' z_i \end{pmatrix}, \begin{pmatrix} d_{11n} z_i / \sqrt{n} \\ d_{22n} z_i / \sqrt{n} \end{pmatrix} \right], \quad \xi_{i,n} = \xi \left[ d_n' \ell_i \otimes z_i / \sqrt{n} + R_{i,n} \right], \]

and the defining property of \( \xi(\cdot) \) is \( \log (1 + t) = t - \frac{1}{2} t^2 [1 + \xi(2t)] \).

It suffices to show that the following conditions hold:

\[ \sum_{i=1}^{n} R_{i,n} = -\frac{1}{4} d_n' (\mathcal{I} \otimes Q_{zz}) d_n + o_{p_{\delta,\gamma}}(1), \] (8)

\[ \max_{1 \leq i \leq n} |\xi_{i,n}| = o_{p_{\delta,\gamma}}(1), \] (9)

\[ \sum_{i=1}^{n} \left[ d_n' \ell_i \otimes z_i / \sqrt{n} + R_{i,n} \right]^2 = d_n' (\mathcal{I} \otimes Q_{zz}) d_n + o_{p_{\delta,\gamma}}(1). \] (10)

To do so, suppose \((d, g) = (0, 0)\).

Proof of (8). The random variables \( R_{1,n}, \ldots, R_{n,n} \) are independent and satisfy
\[
\sum_{i=1}^{n} \mathbb{E} (R_{i,n}^2) \leq \sum_{i=1}^{n} V \left( \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \right) \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \\
\leq \max_{1 \leq i \leq n} V \left( \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \right) \sum_{i=1}^{n} \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \\
= o(1) O(1) = o(1),
\]

where the penultimate equality uses (6) and Assumption 1(a). As a consequence,

\[
\sum_{i=1}^{n} R_{i,n} = \sum_{i=1}^{n} \mathbb{E} (R_{i,n}) + o_p (1),
\]

where

\[
\sum_{i=1}^{n} \mathbb{E} (R_{i,n}) = \frac{1}{4} d_n^r (\mathcal{I} \otimes Q_{zz,n}) d_n + \sum_{i=1}^{n} \bar{R} \left[ \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right] .
\]

By Assumption 1(a),

\[
d_n^r (\mathcal{I} \otimes Q_{zz,n}) d_n = d_n^r (\mathcal{I} \otimes Q_{zz}) d_n + o(1).
\]

Moreover,

\[
\left| \sum_{i=1}^{n} \bar{R} \left[ \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right] \right| \leq \sum_{i=1}^{n} \left| \bar{R} \left[ \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right] \right| \\
\leq \sum_{i=1}^{n} \bar{V} \left( \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \right) \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \\
\leq \max_{1 \leq i \leq n} \bar{V} \left( \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \right) \sum_{i=1}^{n} \left\| \left( \frac{d_{1n}^r z_i / \sqrt{n}}{d_{2n}^r z_i / \sqrt{n}} \right) \right\|^2 \\
= o(1) O(1) = o(1),
\]

where the penultimate equality uses (7) and Assumption 1(a).
Proof of (9). Because \( \lim_{t \to 0} \xi (t) = 0 \) (by Taylor’s Theorem), the result follows from the fact that

\[
\max_{1 \leq i \leq n} \left\| \frac{\ell_i \otimes z_i}{\sqrt{n}} \right\| = o_p (1)
\]

and

\[
\max_{1 \leq i \leq n} |R_{i,n}| \leq \sqrt{\sum_{i=1}^{n} R_{i,n}^2} = o_p (1),
\]

where the first convergence result uses \( \ell_i \sim i.i.d. \ (0, I) \) and Assumption 1(a), while the second convergence result uses the relation \( \mathbb{E} \left( \sum_{i=1}^{n} R_{i,n}^2 \right) = o (1) \) established in the proof of (8).

Proof of (10). Because \( \sum_{i=1}^{n} R_{i,n}^2 = o_p (1) \) and

\[
\sum_{i=1}^{n} \left[ d'_n \left( \frac{\ell_i \otimes z_i}{\sqrt{n}} \right) ^2 = d'_n \left( \frac{1}{n} \sum_{i=1}^{n} \ell_i \ell_i' \otimes z_i z_i' \right) \right] d_n,
\]

it suffices to show that

\[
\frac{1}{n} \sum_{i=1}^{n} \ell_i \ell_i' \otimes z_i z_i' = I \otimes Q_{zz} + o_p (1).
\]

The latter result can be established using \( \ell_i \sim i.i.d. \ (0, I) \) and Assumption 1(a). □


First, it follows from Theorem A.1(b) and the properties of \( \left( \hat{\delta}_n, \hat{\gamma}_n \right) \) that we may assume \( \left( \hat{\delta}_n, \hat{\gamma}_n \right) = (\delta, \gamma) \). (This is so because Theorem 6.2 of Bickel (1982) can be used to verify that Condition A of Schick’s (1987) Method 3 holds.) In other words, it suffices to show that

\[
\hat{\Delta}_n = \left[ \hat{\mathcal{T}}_n^{-1} \otimes Q_{zz,n}^{-1} \right] \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \hat{\ell}_n (v_i) \otimes z_i = \Delta_n + o_p (1) \tag{11}
\]

and

\[
\hat{\mathcal{I}}_n = n^{-1} \sum_{i=1}^{n} \hat{\ell}_n (v_i) \hat{\ell}_n (v_i)' = \mathcal{I} + o_p (1), \tag{12}
\]
where
\[
\ell_n(v) = -\frac{\partial \tilde{f}_n(v)}{\partial v} + a_n, \quad \tilde{f}_n(v) = \frac{1}{n h_n^2} \sum_{i=1}^n K\left(\frac{v - v_i}{h_n}\right).
\]

To do so, let \(\ell_{n,i}(\cdot)\) denote the leave-one-out version of \(\ell_n(\cdot)\) given by
\[
\ell_{n,i}(v) = -\frac{\partial \tilde{f}_{n,i}(v)}{\partial v}, \quad \tilde{f}_{n,i}(v) = \tilde{f}_n(v) - \frac{1}{n h_n^2} \left[ K\left(\frac{v - v_i}{h_n}\right) - K(0) \right].
\]

It follows from (the proof of) Lemma 3.1 and Remark 3.2 of Schick (1987) that condition (11) is implied by condition (12), Assumptions 1(a) and 2, and the following conditions:

\[
\mathbb{E} \left[ \int_{\mathbb{R}^2} \|\ell_n(v) - \ell(v)\|^2 f(v) \, dv \right] = o(1), \quad \text{(13)}
\]

\[
\max_{1 \leq i \leq n} \mathbb{E} \left[ \int_{\mathbb{R}^2} \|\ell_n(v) - \ell_{n,i}(v)\|^2 f(v) \, dv \right] = o\left(\frac{1}{n}\right), \quad \text{(14)}
\]

Utilizing Assumptions 2 and 5 and proceeding as in Schick (1987, p. 100), it can be shown that
\[
\int_{\mathbb{R}^2} \left\| -\frac{\partial f_n(v)}{f_n(v) + a_n} - \ell(v) \right\|^2 f(v) \, dv = o(1), \quad \text{(15)}
\]

where \(f_n(v) = \int_{\mathbb{R}^2} f(v - h_n r) K(r) \, dr = \mathbb{E} \left[ f_n(v) \right]\). It follows from this result that
\[
\int_{\mathbb{R}^2} \left\| -\frac{\partial f_n(v)}{f_n(v) + a_n} \right\|^2 f(v) \, dv = O(1). \quad \text{(16)}
\]

Now, using Assumptions 2 and 5, we have
\[
\sup_{v \in \mathbb{R}^2} \mathbb{E} \left[ \|\tilde{f}_n(v) - f_n(v)\|^2 \right] = O\left(\frac{1}{nh_n^2}\right)
\]

and

\footnotetext{Conditions (13) and (14) are counterparts of Schick’s (1987) conditions (3.2) and (3.6). No counterpart of Schick’s (1987) condition (3.1) is needed because \(\sum_{i=1}^n z_i = 0\). Also, the present definition of \(\ell_{n,i}\) ensures that \(\ell_{n,i}(v_i) = \ell_n(v_i)\) for every \(i\), implying in particular that the natural counterpart of Schick’s (1987) conditions (3.5) is satisfied.}
\[
\sup_{v \in \mathbb{R}^2} \mathbb{E} \left[ \left\| \frac{\partial f_n (v)}{\partial v} - \frac{\partial f_n (v)}{\partial v} \right\|^2 \right] = O \left( \frac{1}{n h_n^4} \right).
\]

Utilizing these facts, (16), and the decomposition

\[
\frac{\partial f_n (v)}{\partial v} - \frac{\partial f_n (v)}{\partial v} = - \frac{\partial f_n (v)}{\partial v} \frac{\partial f_n (v)}{\partial v} + \frac{\partial f_n (v)}{\partial v},
\]

it is easily shown that

\[
\int_{\mathbb{R}^2} \mathbb{E} \left[ \left\| \frac{\partial f_n (v)}{\partial v} - \frac{\partial f_n (v)}{\partial v} \right\|^2 \right] f (v) \, dv = O \left( \frac{1}{n a^2 h_n^4} \right) = o (1), \tag{17}
\]

a result which can be combined with (15) to yield (13).

It follows from (16) – (17) that

\[
\int_{\mathbb{R}^2} \mathbb{E} \left[ \left\| \frac{\partial f_n (v)}{\partial v} \right\|^2 \right] f (v) \, dv = O (1).
\]

Utilizing this fact, Assumption 5, and the decomposition

\[
\ell_n (v) - \ell_{n,i} (v) = - \frac{\partial f_n (v)}{\partial v} \frac{\partial f_n (v)}{\partial v} + \frac{\partial f_n (v)}{\partial v},
\]

it is easily shown that (14) holds.

Finally, condition (12) holds because

\[
\hat{I}_n = n^{-1} \sum_{i=1}^{n} \ell_{n,i} (v_i) \ell_{n,i} (v_i)' = n^{-1} \sum_{i=1}^{n} \ell_i \ell_i' + o_p (1) = I + o_p (1),
\]

where the first equality uses the fact that \( \ell_{n,i} (v_i) = \ell_n (v_i) \) for each \( i \) and the second equality uses (15) and (17).

**Remark.** With the possible exception of (15), all steps in the proof of Theorem A.2 remain valid if the condition \( \sup_{r \in \mathbb{R}} |k' (r)| / k (r) < \infty \) of Assumption 5(a) is replaced by the condition \( \int_{\mathbb{R}} k' (r)^2 \, dr < \infty \). The latter condition, which is implied by Assumption 5(a), is satisfied by the normal kernel.
Furthermore, if the error density $f$ is such that $\sup_{v \in \mathbb{R}^2} \left\| \dot{f}(v) \right\| < \infty$, then (15) is satisfied (for any kernel) provided $\lim_{n \to \infty} h_n / a_n < \infty$. This is so because

$$
\int_{\mathbb{R}^2} \left\| - \left. \frac{\partial f_n(v)}{f_n(v)} \right|_{r=v} - \ell(v) \right\|^2 f(v) \, dv
\leq 2 \int_{\mathbb{S}_f} \left\| \frac{\partial f_n(v)}{f_n(v)} \right\|^2 \left( \sqrt{f(v)} - \sqrt{f_n(v)} \right)^2 \, dv
+ 2 \int_{\mathbb{S}_f} \left\| \frac{\partial f_n(v)}{f_n(v)} \right\|^2 \left( \frac{\dot{f}(v)}{f(v)} \sqrt{f(v)} - \frac{\dot{f_n}(v)}{f_n(v)} \sqrt{f_n(v)} \right)^2 \, dv
= \left( \sup_{v \in \mathbb{R}^2} \left\| \dot{f}(v) \right\| \right)^2 o \left( \frac{h_n^2}{a_n^2} \right) + o(1),
$$

where $\mathbb{S}_f = \{ v \in \mathbb{R}^2 : f(v) > 0 \}$ and the last equality uses

$$
\int_{\mathbb{S}_f} \left( \sqrt{f(v)} - \sqrt{f_n(v)} \right)^2 \, dv = o \left( h_n^2 \right),
$$

(18)

and the bound

$$
\sup_{v \in \mathbb{R}^2} \left\| \frac{\partial f_n(v)}{f_n(v)} \right\|^2 \leq \left( \sup_{v \in \mathbb{R}^2} \left\| \dot{f}(v) \right\| \right)^2 / a_n^2.
$$

The result (18) can be shown by means of Proposition A.7 of Koul and Schick (1996), while (19) can be established using Vitali’s theorem, the $L^1$-continuity theorem, and arguments analogous to those used in the proof of Lemma 6.2 of Bickel (1982).
REFERENCES


SCHICK, A. (1987): “A Note on the Construction of Asymptotically Linear Estima-

21, 1486–1521.

——— (1997): “Efficient Estimates in Linear and Nonlinear Regression with Het-


ments and Weak Identification in Generalized Method of Moments,” *Journal of

Variables Statistics with Many Weak Instruments,” in *Identification and Inference

versity Press.
7. Figures

![Figure 1: Probability Densities](image)
Figure 2: Power Curves, Gaussian Errors
Figure 3: Power Curves, Non-Gaussian Errors
Figure 4: Estimators of $\beta$
<table>
<thead>
<tr>
<th>Year</th>
<th>Title</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007-1</td>
<td>Dennis Kristensen: Nonparametric Estimation and Misspecification Testing of Diffusion Models</td>
<td>Dennis Kristensen</td>
</tr>
<tr>
<td>2007-2</td>
<td>Dennis Kristensen: Nonparametric Filtering of the Realised Spot Volatility: A Kernel-based Approach</td>
<td>Dennis Kristensen</td>
</tr>
<tr>
<td>2007-3</td>
<td>Bent Jesper Christensen and Morten Ørregaard Nielsen: The Effect of Long Memory in Volatility on Stock Market Fluctuations</td>
<td>Bent Jesper Christensen and Morten Ørregaard Nielsen</td>
</tr>
<tr>
<td>2007-4</td>
<td>Amber Anand, Carsten Tanggaard and Daniel G. Weaver: Paying for Market Quality</td>
<td>Amber Anand, Carsten Tanggaard and Daniel G. Weaver</td>
</tr>
<tr>
<td>2007-5</td>
<td>Charlotte Christiansen: Level-ARCH Short Rate Models with Regime Switching: Bivariate Modeling of US and European Short Rates</td>
<td>Charlotte Christiansen</td>
</tr>
<tr>
<td>2007-6</td>
<td>Charlotte Christiansen: Decomposing European Bond and Equity Volatility</td>
<td>Charlotte Christiansen</td>
</tr>
<tr>
<td>2007-7</td>
<td>Stig Møller: Habit persistence: Explaining cross sectional variation in returns and time-varying expected returns</td>
<td>Stig Møller</td>
</tr>
<tr>
<td>2007-8</td>
<td>Charlotte Christiansen, Juanna Schröter Joensen and Jesper Rangvid: Are Economists More Likely to Hold Stocks?</td>
<td>Charlotte Christiansen, Juanna Schröter Joensen and Jesper Rangvid</td>
</tr>
<tr>
<td>2007-9</td>
<td>Thomas Busch, Bent Jesper Christensen and Morten Ørregaard Nielsen: The Role of Implied Volatility in Forecasting Future Realized Volatility and Jumps in Foreign Exchange, Stock, and Bond Markets</td>
<td>Thomas Busch, Bent Jesper Christensen and Morten Ørregaard Nielsen</td>
</tr>
</tbody>
</table>